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ABSTRACT

Modern networks have evolved significantly in the last years. First,
network speed has increased considerably and thus the use of low-
overhead techniques such as RDMA has become more and more
important to design efficient distributed DBMSs. Second, a recent
trend in modern networks is that in addition to high-speed data
transfer using RDMA, network components such as switches and
NICs become programmable by providing additional computation
on the device, such as DPUs (Data Processing Units). Such devices
enable processing or manipulation of data as it is traversing the
network and that way allow distributed systems to offload compu-
tation. While for the recent generation of RDMA-based DPU cards,
there is no study that shows the offloading capabilities of DBMS
tasks to such RDMA-enabled DPUs.

Therefore, in this paper, we aim to provide a first systematic study
to evaluate the basic performance characteristics of the BlueField
network cards in the context of typical DBMS operations. For the
evaluation, we analyze the offload potential of using BlueField as a
RDMA-enabled DPU for two important use cases: (1) a remote B-
tree and (2) an end-host sequencer (i.e., remote counter). We chose
these two use cases since they represent core tasks where RDMA
has shown benefits. As a result, in our evaluation, we show that
the recent generation of RDMA-based Bluefield DPUs can provide
several benefits and can not only reduce access latencies but also
improve the throughput. However, offloading computation to the
DPU needs a careful design and naively offloading all computation
to the DPU often leads to performance degradation.

1 INTRODUCTION

Motivation. In-memory DBMSs have become ubiquitous in acade-
mia and industry and many commercial offers are available today
[3, 6, 7]. This is not surprising as the performance they offer is still
unmatched compared to disk-based systems. However, a major chal-
lenge of in-memory DBMSs is that large data sets often do not fit
into the memory of a single machine or the processing capabilities
of one machine are insufficient. To that end, scale-out DBMSs are
becoming the predominant solution to handle ever-increasing data
set sizes and leverage more processing by utilizing more networked
machines. Especially, DBMSs which are purpose-built for the cloud
and can scale out or in on-demand are highly requested. As a core
architecture for modern scale-out cloud DBMSs, disaggregated ar-
chitectures have been crystallized which separate compute and
storage. A prominent example of this architecture is Snowflake [5]
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but there are also other DBMS such as FoundationDB which take a
more radical approach to separate not only storage and compute
but also other database components in the pursuit to scale them
independently [30].

However, with such disaggregated solutions, the network is
increasingly on the hot path since data more often has to be fetched
over the network. To keep up with this paradigm shift, networks
are becoming faster with link speeds in the hundreds of gigabits,
but also bringing rise to more powerful low-overhead networking
technologies such as RDMA (Remote Direct Memory Access) which
has influenced DBMS developments in academia and industry alike
[11, 15, 17, 18]. The key driver for RDMA’s success is that it offers
low latencies in the single digit microsecond range as well as high
throughput and thus has shown major gains for very different
DBMS workloads.

A recent trend in modern networks is that in addition to high-
speed data transfer using RDMA, network components such as
switches and NICs become programmable by providing additional
computation on the device, such as DPUs (Data Processing Units).
Such devices thus enable processing or manipulation of data as it
is traversing the network and that way allow distributed systems
to offload computation [9, 10, 31]. The DPUs that are available
today span far in terms of compute architectures, such as ASICs,
FPGAs and general CPU cores, and therefore come with trade-offs
in programmability and performance.

For the recent generation of RDMA-based network cards, DPUs
are also becoming available. One of these devices which can be
combined with RDMA is the BlueField Network Interface Card [21].
The BlueField card provides very flexible programmability due to
its general-purpose ARM CPU cores that are available as compute
resources on the DPU. Moreover, specialized ASICs for tasks such
as data encryption and decryption are available. While evaluations
have shown that security-related tasks or tasks to provide tenant-
isolation in data centers [4] can be provided in an efficient manner,
there is no study that shows the offloading capabilities of DBMS
tasks to such RDMA-enables DPUs.

Contributions. Therefore, in this paper we aim to provide a first
systematic study to evaluate the basic performance characteristics
of the BlueField network cards in the context of typical DBMS
operations. For the evaluation, we analyze the offload potential of
using BlueField as an RDMA-enabled DPU for two important use
cases: (1) a remote B-tree and (2) end-host sequencer (i.e., remote
counter). We chose the remote B-tree because it is a frequently
used data structure for DBMSs and it is also used in disaggregated
architectures to avoid transferring all data across the network [23,
33]. On the other hand, the end-host sequencer is a commonly used
building block for many distributed system tasks such as global
ordering [16], for coordinating write access to shared memory [2],
or to implement optimistic concurrency control [26].

For these two scenarios, we compare baselines that rely on ex-
isting one-sided and two-sided RDMA primitives with a solution
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that can use the DPU as an offload engine. For example, for an
RDMA-based B-tree such as [33], the DPU could implement the
tree traversal natively on the DPU. As such B-tree operations can
be implemented in one round-trip from the compute layer to the
storage layer without involving the CPU of the storage nodes. More-
over, in addition to compute resources DPUs often come with their
own memory which allows them to store the B-tree in the DPU
instead of using the CPU memory. Based on these observations, we
thus aim to analyze whether a better performance can be observed
for the two use cases above.

As aresult, in our evaluation, we show that the recent generation
of RDMA-based BlueField DPUs can provide several benefits. First,
we show that we can reduce the network latency by avoiding the
PCle path from the NIC to the host which adds a non-negligible
overhead to the overall latency [19]. Second, if DPUs are used as
additional compute resources to the remote CPUs, we show that
also overall gains in throughput can be achieved. However, offload-
ing computation to the DPU needs a careful design and naively
offloading all computation to the DPU often leads to performance
degradations since the computational resources on the DPUs are
often less powerful than the CPU in the remote host.

Outline. We first cover the background of the BlueField DPU
and RDMA in Section 2 and next provide an overview of the exper-
imental setup in Section 3. We then present the benchmarking of
the before-mentioned use cases in Sections 4 to 6. Finally, we then
present our conclusion on the evaluation to outline the pros and
cons of offloading typical DBMS tasks to the BlueField DPU.

2 BACKGROUND

In this section, we provide the relevant background on RDMA and
the BlueField DPU.

2.1 Remote Direct Memory Access (RDMA)

RDMA has come to be an established state-of-the-art communi-
cation method for distributed data-processing systems [2, 13, 25—
27, 33], since it overcomes the overhead of traditional kernel-space
network stacks such as TCP/IP. To leverage RDMA, an applica-
tion can make use of different communication schemes that can be
categorized as one-sided (READ / WRITE) or two-sided (SEND / RE-
CEIVE) operations, which refers to the involvement of the sender-
& receiver-CPU in the communication. For one-sided operations,
only the sender-CPU is actively involved, but as a consequence, the
sender also has to decide where on the remote node the data should
be written or read. With two-sided operations, the receiver-CPU
is also actively involved in the communication since it needs to
issue RECEIVE requests before SEND requests can be issued on the
sender side, and it can thus also decide where to place data which
simplifies the remote memory management.

Especially the one-sided RDMA operations have seen high adop-
tion in distributed data processing systems since they allow sender
nodes to write into remote memory directly without involving ad-
ditional CPU cores of the receiving nodes. In a distributed DBMS,
this reduces the overall CPU resources involved in data transfer
and can thus lead to less resource consumption as well as overall
lower latencies in many cases [8, 32]. Moreover, one-sided RDMA
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Figure 1: Functional diagram of the BlueField DPU [20].

is thus, in particular, beneficial for disaggregated DBMS architec-
tures in which the storage servers have limited or sometimes even
near-zero computational resources [24, 28, 29]. On the other hand,
the applications of two-sided RDMA is typically within RPC-style
applications where the receiver node has to be actively involved in
the communication.

2.2 Data Processing Units

We next provide the relevant background on the Data Processing
Units (DPUs) that we use for our evaluation. Many of the major
network hardware vendors are including DPUs to their product
offerings, with examples like the Intel IPU, Broadcom Stingray,
AMD Pensando or the Nvidia BlueField. DPUs come with differ-
ent compute architectures ranging from P4 programmable ASICs
to general-purpose CPU cores. In our evaluation we focus on the
BlueField cards from Nvidia. The BlueField cards are equipped with
general-purpose ARM cores which are capable of executing any
program logic in contrast to the more rigid ASIC architectures. The
DPU runs its own OS (e.g., Ubuntu) and as such resembles another
independent server with an added set of networking features. Inter-
nally, as illustrated in Figure 1, the DPU consists of the networking
component (ConnectX) which provides hardware-offload of the net-
work stack for more efficient (i.e., less CPU intensive) networking.
Moreover, the ARM cores which act as computational resources on
the DPU are equipped with DDR4 memory and are connected to
the ConnectX over an internal PCle switch. The BlueField (from
the second generation on) is additionally equipped with hardware
accelerators for compression/decompression, encryption and regex
pattern matching.

The BlueField DPUs themselves are attached to the host CPU
via PCle. For controlling and routing the network traffic to the host,
the DPUs have different modes of operation. There is a Separated
Host mode, where the ARM subsystem will appear as an additional
computer on the network. When the remote machine uses this setup,
a client can decide where data should be transferred to, either the
ARM subsystem or the host. Another mode is the Embedded Mode,
where the ARM subsystem manages the network on behalf of the
host and controls the physical ports of the network card. With
that, the traffic from or to the host always goes through the ARM
subsystem. The Embedded Mode can be further specialized, such
that the host does not have access to the DPU directly. This mode



allows cloud providers to provide isolation and offloading of cloud
management tasks to the DPU.

To control the network communication in the Embedded Mode
and forward traffic with low latency, the ConnectX subsystem of
the BlueField offers a component called eSwitch. While the DPU
controls the physical network ports in the Embedded Mode, the host
as well as the DPU can have additional virtual interfaces which
are then available in the DPU for further network flow control.
By default, an OpenVSwitch process is running on the BlueField,
which controls the communication between physical and virtual
network ports. Flow rules controlling the flow of packets will be
configured in the OpenVSwitch, and, if possible, offloaded to the
eSwitch. In a typical network flow for RoCE (RDMA over Converged
Ethernet), the network packets are processed by the eSwitch, which
forwards the packet to the host or DPU based on the MAC addresses.
However, the eSwitch is limited to specific network headers, like
MAC or IP addresses, VLAN tags or TCP/UDP ports. As a result,
processing or manipulation of RDMA packet headers is not possible
in the eSwitch. Controlling traffic unsupported by the eSwitch
means that the packets need to be processed by the BlueField’s
ARM cores.

Overall, the host CPUs, the BlueField DPU and the ConnectX
subsystem are connected by a PCle switch. In contrast to other
vendors, BlueField DPUs do not have a dedicated DMA engine to
access the memory of the host. However, RDMA operations can
be used for the communication between DPU and host CPU. The
RDMA API then generates normal requests through the ConnectX
subsystem, which can then access both the host’s as well as the
DPU’s memory. In this way, not only can the DPU make DMA
requests to the host’s memory, but the host can also access the
DPU’s memory.

3 USE CASES AND EXPERIMENTAL SETUP

Use Cases. As mentioned before, in our evaluation we consider
two use cases to evaluate the performance of the BlueField cards.
In the first use case, we focus on a remote B-tree, which has already
been studied in the context of RDMA in previous work [33]. We
choose to evaluate and implement two remote B-tree strategies,
either with RPC over two-sided RDMA in Section 4 or completely
one-sided RDMA (i.e., no RPC) in Section 5. In the last use case we
evaluate an end-host sequencer, which is a common building block
in distributed systems, to e.g., assert a global order or coordinate
access to shared memory [2, 12]. We take a look at a sequencer
implemented only with one-sided RDMA or with RPC two-sided
RDMA.

Experiment Setup. We evaluate both available generations of the
BlueField DPUs — the BlueField 1 and BlueField 2 — which mostly
differ in their processing power; i.e., the BlueField 1 only runs at
a clock frequency of 800 MHz whereas the BlueField 2 runs at 2.5
GHz (details outlined in Table 1). In our experimental setup, we are
mirroring a typical disaggregated storage and compute setup. The
storage node is equipped with a BlueField 1 as well as BlueField 2
card to compare both DPUs. The storage server is running with 2x
Intel Xeon Gold 6326 CPUs, 512 GB DDR4 memory and PCle 4.0.
The compute node uses a non-programmable RDMA ConnectX-5
NIC and is equipped with 2X Intel Xeon Gold 5220 CPUs with 512

BlueField-1
BF1M332A

BlueField-2
BF2H332A

8x ARMvS A-72

8xX ARMvS A-72

Cru model 0 @ 800MHz model 3 @ 2.5GHz

Memory 1x 16 GB DDR4-2400 1x 16GB DDR4-3200
L1: 32 KB / core L1: 32 KB / core

Caches L2:1 MB/ 2 cores L2: 1 MB/ 2 cores
L3: 12 MB (shared) L3: 6 MB (shared)

Network ConnectX-5 ConnectX-6

Interfaces  2x 25 Gbps 2% 25Gbps

PCle Host PCle 4.0 X8 PCle 4.0 x8

PCle ARM PCle 4.0 X16 PCle 4.0 xX16

(01 Ubuntu 18.04 Ubuntu 20.04

Table 1: Comparison of BlueField-1 and BlueField-2.

Storage node
2% Intel Xeon Gold

Compute node
2% Intel Xeon Gold

cru 6326 @ 2.9 - 3.5 GHz 5220 @ 2.2-3.9 GHz
L1: 48 KB / core L1: 32 KB / core
Caches L2: 1.25 MB / core L2: 1 MB/ core
L3: 24 MB (shared) L3: 24.75 MB (shared)
BlueField-1
Network BlueField-2 ConnectX-5
Memory 16x 32GB DDR4-3200 8x 64GB DDR4-2666

(O Ubuntu 20.04 Ubuntu 18.04
Table 2: Server nodes used in the experimental setup.

GB DDR4 memory (Table 2). For both servers, we only use one
NUMA socket so as to not involve any cross-NUMA traffic effects.
Both servers are connected with RDMA over Converged Ethernet
(RoCE) v2. Note that the BlueField cards used in our setup only
provide maximum 25 Gbps per network link. However, since the
BlueFields NICs are equipped with two links, we can in total use
a 50 Gbps connection between the compute and storage server by
splitting the traffic over the two links.

We configure the BlueField cards in the Embedded Mode, and
configure two virtual interfaces which route to either the ARM
subsystem or the host. The routing is offloaded into the eSwitch
and does therefore not introduce measurable overhead on the ARM
subsystem.

4 USE CASE 1: REMOTE B-TREE WITH RPC

For the first use case we use a remote B-tree which is accessed via
RPC calls. To realize the RPC framework, we use two-sided RDMA
SEND/RECEIVE verbs with existing optimization such as door-bell
batching on both client- and server-side and inlining for reducing
PCle overhead [12]. For our B-tree, we use an OLC (optimistic lock-
coupling) synchronization protocol to allow scalable reads [14]. For
keys and values, we use 8 byte integers. We use either a mix of
50/50 read-write or read-only workloads as evaluation.

For all experiments in this use case (unless otherwise stated)
we use 8 threads (maximum number) on the BlueFields and on the
CPUs of the storage server respectively to achieve a comparable



setup. This is important for Section 4.1.2 when we show the offload
potential by varying the percentage of requests handled by the NIC.
Additionally, using 8 threads on the storage better reflects a typical
storage node with weaker CPUs than compute nodes [29, 34]. On
the compute server, we use 16 threads to attribute to the fact that
compute servers are typically equipped with more computational
resources and thus be able to generate sufficient workload in our
evaluation.

The evaluation of this use case is structured as follows: we first
report the throughput characteristics by first contrasting the two
BlueField generations and next dive further into using the BlueField-
2 in union with the host server. Subsequently, we evaluate the
latency characteristics to determine whether any latency benefits
can be observed for the BlueField DPU.

4.1 Throughput Characteristics

4.1.1  BlueField-1vs BlueField-2. The BlueField-1 was already launched

in 2017, and has in recent years been preceded by the BlueField-2.
We first aim to evaluate the performance improvement between the
two generations and their individual ability to handle B-tree RPC
requests. We initialize B-trees of different sizes in the local memory
of either the BlueField-1 or 2. Due to the very low clock frequency
of the BlueField-1 ARM cores (over 3X less than the BlueField-2)
and the fact that the RPC handling is typically very CPU intensive,
we expect to see a significant performance difference between the
two generations.

In Figure 2 we observe the achieved throughput for a (a) read-
only or (b) 50/50 read-write workload. For the smallest tree with 1
million (M) keys (tree size between 16 & 32 MB), the BlueField-2
outperforms the first generation by 2.4X for 50/50 read-write which
can be attributed to the difference in clock frequency (800 MHz &
2.5 GHz). Coupled with the fact that most of the tree can reside in
the CPU caches, this indicates they are both CPU bound. However,
with larger tree sizes, the BlueField-2 becomes increasingly memory
bound and the relative performance difference is decreasing.

Between the two workloads (read-only and 50/50) we can only
observe a slight difference in performance for the small tree with
1 M keys. The reason why barely any difference in performance
is observed for 16 M and 256 M is due to more sparse reads and
writes, and the reduction in throughput (i.e., a read has a smaller
chance of conflicting with a write).

To isolate the performance difference between the two BlueField
generations further, we now take a look at the pure RPC handling
capabilities. We issue RPC calls from the compute node which
does not contain any operation to be performed, i.e., a No-Op. In
Figure 3 we scale the number of threads on the BlueFields that
handle the RPC requests. We observe that the BlueField-2 has very
good scalability, i.e., almost linear, whereas the BlueField-1 only
increases the throughput with 1.9x from 2 to 8 threads. Note, since
we use both available interfaces of the BlueFields, we run with a
minimum of 2 threads.

Based on these findings it is clear that the second BlueField gener-
ation already provides a substantial performance boost over the first
generation. The suboptimal performance of the BlueField-1 renders
it hard to integrate into any performance-critical data-intensive
use cases. We argue that the performance difference mainly stems
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from the very low clock frequency of the BlueField-1 ARM cores,
as this is the main differentiator. In the remainder of the paper, we
thus focus on the performance of the BlueField-2.

4.1.2  BlueField-2 Offloading. We now evaluate the offloading po-
tential of the BlueField-2 DPU by utilizing the DPU together with
the host CPUs of the storage server. We use all 8 CPU cores on the
DPU and also use 8 CPU cores of the host, which we keep fixed
regardless of the partition sizes to the host or DPU. To use both
compute resources, we range-partition the B-tree between the host
memory and the DPU memory and observe the achieved overall
throughput. For partitioning, we use different setups ranging from
0-100% of the B-tree being stored on the DPU. Moreover, we create
the index requests uniformly in the whole key range such that the
relative partition sizes of the tree also match the workload gener-
ated to each compute device (i.e., the host CPU or the BlueField-2
DPU).

In Figure 4, we see the results when we gradually increase the
range partition of the B-tree on the DPU and decrease it on the host,
indicated by the x-axis. With 0% DPU offload, the host contains
the full B-tree and as such all requests are handled by the host and
the DPU is not processing any requests. Instead, with 25% offload,
3/4 of the B-tree is on the host and 1/4 is on the DPU. Overall, in
Figure 4 we initially see a steady increase in throughput as more
requests are routed to the DPU up until around 25% whereas for
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Figure 4: Remote B-tree with increasing offload on BlueField-
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50/50 read-write.

the tree with 1M keys, the overall throughput increases by 47%. For
larger tree sizes, the observed throughput increase is slightly less,
with around 30% for the B-tree with 256 M keys.

However, offloading more than about 25% of the B-tree to the
DPU is detrimental to the throughput since the DPU is then over-
loaded and the performance degrades to DPU-only throughput
as reported in Figure 2 already. This degradation of throughput
is not surprising as both the CPU on the DPU is weaker and the
main-memory is slower than that of the storage host as reported in
Table 1 and Table 2. Moreover, the read-only and 50/50 read-write
workload only differs slightly for the higher throughput and smaller
B-tree cases for the same reasons as discussed before.

These results indicate that while the BlueField-2 is not powerful
enough to achieve high throughput in comparison to the host, it
yields a significant speedup by using the DPU resources in addition
to the host CPU. However, this imposes challenges for real-world
use cases, as the optimal partitioning of the B-tree is dependent on
the workload (i.e., potential access skew) and the performance of
the host server in relation to the DPU. As such, more sophisticated
adaptive solutions could come into play, which re-balances and
re-partitions the B-tree between host and DPU based on utilization
metrics, to automatically adapt to the most optimal partitioning
between the host and DPU. Such a design is, however, out of scope
of this paper.

4.1.3  Local B-tree - Throughput. To compare the achieved perfor-
mance for the remote B-tree with RPC, we locally execute lookup
and update operations on the B-tree on either the storage host or
BlueField-2, ultimately determining whether the RPC-handling or
the B-tree is the bottleneck.

In Figure 5 we execute local updates (a) or lookups (b) on different
sized trees. If we compare the lookup performance to the 100%
offloaded B-tree scenario in Figure 4, for the smallest tree the RPC
lookup (read-only) throughput is 4.7 MOps and 9.9 MOps for the
local B-tree. This indicates that half of the throughput is lost to RPC
networking overhead for the smaller tree. For the largest tree of
256M keys, the difference is much less pronounced where the RPC
lookup throughput on the DPU is 2 MOps and 2.5 MOps without
RPC overhead. The reason behind this is that for the largest tree,
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Figure 5: Throughput of local B-tree update and lookup op-
erations on 8 threads.

the bottleneck is increasingly the cache misses going to the main-
memory. The CPU cache and instruction overhead introduced by
the RPC handling does therefore not affect the performance as
much relative to the smaller tree. The same trend is also observed
for the host.

Overall, these findings also confirm our previous results in Fig-
ure 4 since the benefits of the offloading stem from the lookup
requests that the DPU can provide additionally to the host CPUs.

4.2 B-tree Latency Characteristics

We now evaluate the latency characteristics of the B-tree with RPC.

4.2.1 BlueField-2 Offloading. Since the CPU cores of the DPU are
co-located with the ConnectX networking chip on the same device,
we want to evaluate whether any latency improvements can be ob-
served by using the DPU in contrast to the host. We again evaluate
the performance by offloading different partition sizes of the B-tree
to the DPU. To not overload the host or DPU we let only 1 client
thread on the compute node issue requests.

In Figure 6 we report the median latency for read-only RPC
requests. We observe that the best latency is achieved with the
complete B-tree located on the host (i.e., 0% offload). The latency
increases slightly (between 14 and 20%) with more RPC requests be-
ing routed to the DPU. This is in contrast to our initial expectations,
as having the CPU cores and memory situated on the same device
should result in lower network latency. However, two factors might
be at play here which render the achieved latency of the BlueField-
2 DPU worse than the host; (a) since the DPU CPU cores are in
fact also separated from the networking hardware (ConnectX) over
PCle, this potentially diminishes the latency benefit and (b) memory
access latencies might be worse on the DPU for B-tree lookup in
comparison to the host.

In the following, we evaluate these two aspects independently
to account for the latency increase observed in Figure 6.

4.2.2 RDMA Send Latency. To isolate the latency characteristics of
the network we execute the PerfTest!, which is a standard RDMA
benchmarking tool.

In this experiment, the compute server issues SEND requests
to either the storage host or the BlueField-2 DPU using PerfTest’s
ib_send_lat. It is important to note that the ib_send_lat test from

!https://github.com/linux-rdma/perftest
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PerfTest implements a ping-pong and reports half of the round-trip
as latency. In this benchmark, the SEND performance of the storage
server’s host CPU or DPU is therefore also included. We execute the
benchmark both with and without data inlining. If the payload of an
RDMA send operation is less than the maximum possible inlinable
size, a PCIe round-trip to the NIC can be saved. The inlining size
limit for our hardware is 236 bytes and enabled by default.

Running the ib_send_lat benchmark for different message sizes
in Figure 7 shows that with inlining enabled (up to 237 bytes), the
latency is almost the same. However, without inlining (dotted lines
or above 237 bytes) we see a latency improvement for the DPU
around 0.4 ps. The experiment shows that while there can be a real
latency improvement for the DPU, for small message sizes (e.g., 32
byte as used in our RPC framework), inlining reduces the additional
PCle overhead present for the host versus the DPU.

4.2.3 Local Memory Latency. As such, we next speculate that the
reason why the observed RPC B-tree latency is not lower on the
DPU versus the storage host might be due to worse memory access
latency. We test this by measuring the latency for random memory
access over different memory block sizes. With smaller memory
sizes, the CPU will be able to cache most requests, but with larger
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Figure 8: Memory read latencies for increasing memory block
sizes. Data obtained through tinymembench?.

sizes, more cache-misses will occur. We compare the latencies of
the storage host and the DPU to evaluate both their ability to cache
reads and the cost of cache-misses.

In Figure 8, we report the local memory access latency for the
host and BlueField-2. Already at around 1 MiB, the BlueField-2
memory accesses become relatively more expensive which can be
attributed to the smaller cache sizes for the DPU. As the last-level
cache of the BlueField-2 is only 6 MiB, the data spills out of the
caches and memory accesses can to a smaller degree be cached. In
comparison to the host with 48 MiB last-level cache, access latencies
are much smaller and stable. We also report the effect of huge-pages
where the increasing cost of TLB-misses already gets visible for the
BlueField at around 64 MiB. For the B-tree RPC experiments, we
do not utilize huge-pages.

Overall, the memory access latency is substantially higher on
the DPU which contributes to the fact that we do not experience
any latency benefit for the RPC B-tree use case.

4.3 Discussion

We now summarize the main findings for evaluating the BlueFields
in a remote RPC B-tree use case. In conclusion, there is both poten-
tial for integrating the DPU, but also downsides.

A goal of our evaluation of the BlueField is to test whether any
latency improvements can be observed. While there is in fact a de-
tectable latency increase for networking messages on the BlueField,
several factors render the remote B-tree access slightly slower than
the host. These factors are slow local memory, smaller caches and
smaller benefit of inlining small message sizes.

The CPU cores and the local memory on the DPU are substan-
tially slower than a typical server-grade machine and as such blindly
offloading data-intensive operations onto the DPU severely impacts
the achievable performance. We instead argue that the DPU must
be carefully integrated such that the workload offloaded to the DPU
corresponds to the processing capabilities.

Zhttps://github.com/ssvb/tinymembench
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5 USE CASE 1: REMOTE B-TREE WITH
ONE-SIDED RDMA

More and more designs are utilizing one-sided RDMA to access
remote data structures in disaggregated memory setups [1, 24, 33,
34]. The reason for this is that one-sided operations help to remove
the load on the (potentially weak) remote memory servers. Since
we already saw that the BlueField-2 struggles to achieve good RPC
performance due to the relatively slow memory and CPU cores,
one-sided access is a promising use case as it does not incur any
CPU overhead on the DPU.

In this use case, we therefore evaluate a remote B-tree accessed
only over one-sided RDMA read operations. The way a remote
B-tree lookup works for one-sided operations is that clients are first
issuing a read on the root node and locally performing a binary
search to determine the next child node. This is repeated until the
leaf level. As such, an RDMA read request is issued for each level of
the B-tree and since the reads are interdependent (i.e., the location
of one read depends on the previous) they cannot be overlapped.

We first evaluate the throughput characteristics and subsequently
look at the latency. Last, we discuss the findings holistically.

5.1 Throughput Characteristics

One-sided remote data structures often come with a lower through-
put than their RPC counterparts since a network round-trip is
necessary for each data-dependent read. However, a unique possi-
bility with one-sided accesses is that the data structure can easily
be distributed out on multiple storage nodes to spread out load and
achieve higher throughput [24, 33]. This is possible since each read
is anyway a remote access and can therefore be directed to any
storage server.

In our B-tree benchmark, we however focus on just one storage
server and compare the throughput while gradually offloading the
B-tree to the DPU. We see in Figure 9 that the throughput stays
stable with more of the B-tree being partitioned to the DPU. As
such, there is no real difference in terms of throughput performance
whether the B-tree is offloaded to the DPU or not. The DPU is
therefore a good candidate for offloading one-sided accesses since
it alleviates load on the main-memory of the host system of the
storage server.

We also evaluate the impact on different node sizes of the tree,
i.e., the size of each RDMA read, and observe that for the tested tree
sizes, 2048 B node sizes provide the best throughput at 0.8 MOps.
The reason behind this is that even though an RDMA read of 2048
B is more expensive in terms of throughput and latency than 512 B,
larger nodes result in a bigger fanout and a shallower tree requiring
fewer network round-trips. As previously mentioned, while the
absolute throughput is much lower compared to an RPC solution,
the contention on the remote NIC can be spread out to achieve

higher throughput.

5.2 Latency Characteristics

While we did not see any latency improvement for offloading RPC
B-tree lookups to the DPU due to the smaller caches and slower
CPU, these factors are not as influential for one-sided accesses.
We, therefore, expect to see a reduced latency as more lookups
are offloaded to the DPU, due to the close proximity of the DPU
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Figure 9: Remote B-tree throughput with increasing offload
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Figure 10: Remote B-tree latency with increasing offload on
BlueField-2. Read-only with one-sided RDMA.

cores to the network. In Figure 10 we execute the B-tree lookups
with different partition sizes offloaded to the DPU. A clear trend is
shown here that the DPU provides faster lookups than the host. For
the different tree sizes and node sizes, the improvement is around
11-13%.

The difference in latency observed for the evaluated tree sizes
and node sizes is due to the different latency of the RDMA read
and the depth of the tree. As an example, a node size of 512 B has a
fanout of 512B/16B = 32 (with 16 B used as key and child pointer),
so for a tree with 256 M keys, the depth will be [logs2(256M)] = 6,
whereas a node size of 2048 B only has a depth of 5 and therefore
one less RDMA read. The experiment shows that the lower latency
of a 512 B read with respect to a 2048 B read does not amortize the
cost of an extra read in the B-tree.

5.3 Discussion

In conclusion, since the relatively weak CPU cores of the BlueField-2
are not engaged with one-sided access, the DPU has better offload-
ing potential. The strongest benefit comes with lower access latency
due to the co-location of the CPU cores and the network on the
same physical board.

Another interesting benefit given by offloading the one-sided
accesses to the DPU is that read or write pressure on the local main-
memory of the host is alleviated, which might benefit concurrent
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Figure 11: Throughput and latency of one-sided RDMA fetch-
and-add on either the storage host or the BlueField-2 DPU.

memory-intensive applications. This is even more noticeable with
faster networks such as the BlueField-2 model with 200 Gbps.

6 USE CASE 2: REMOTE SEQUENCER

A common building block in distributed systems is global counters.
They are among others used for global timestamps, asserting mes-
sage ordering or coordinating access to shared memory [12]. There
has already been work that incorporates counters in the network
such as a programmable switch [16] or directly in the SRAM of an
RDMA-NIC [24], we, however, aim to evaluate the more traditional
setup of placing a counter in remote DRAM main-memory. We
evaluate the performance differences between the storage host and
the BlueField-2 DPU with both one-sided RDMA atomic operations
and with RPC with local atomic operations.

6.1 One-sided RDMA Atomics

Atomic operations are already provided in the collection of RDMA
primitives such that multiple clients can perform fetch-and-add
or compare-and-swap operations over the network without any
additional coordination. In general, this can facilitate one-sided
access to remote data structures without any locking. For this use
case, we evaluate a remote counter (i.e., sequencer) accessed with
one-sided RDMA fetch-and-add operations.

In Figure 11 we report the throughput and latency with an in-
creasing number of client threads on the compute node accessing
the same counter. In this use case we see a substantial benefit of the
DPU in terms of achieved throughput. Placing the atomic counter
on the DPU achieves an almost 50% throughput speedup. This is
also reflected in the number of clients needed to saturate the remote
server where the throughput of the DPU is saturated by around
8 clients whereas the storage host only can scale up to around 6
clients.

The latency is almost identical with a slight benefit on the DPU.
Beyond the saturation point, the latencies increase linearly with
more clients added as contention is created and requests are in-
creasingly queued.

6.2 RPC with Local Atomics

The alternative to realizing a global sequencer with one-sided primi-
tives is to use a two-sided approach with RPC requests which access
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Figure 12: Throughput of RPC sequencer on either the stor-
age host or the BlueField-2 DPU.

the counter with local atomic operations. Such a design involves the
remote side and therefore the CPU and memory resources have a
bigger impact on the performance as already established previously.
For completeness and point-of-comparison we include the achieved
performance with a global sequencer realized on either the host
CPU or the DPU.

In Figure 12 we report the achieved throughput with an RPC
implementation. Similar behavior as the B-tree RPC experiment
can also be observed here, namely the relatively powerful CPU of
the host results in substantially higher throughput than the DPU.
The performance difference is however only up to 2X in this use
case versus roughly 3x in the B-tree. The reason for this is that the
counter is less memory-intensive and despite the smaller caches,
the DPU can cache the atomic counter.

6.3 Discussion

Based on our experiments, the sequencer shows itself as an inter-
esting use case to offload to the DPU, especially when utilizing
one-sided atomic accesses. The closer proximity of the memory
of the DPU to the network in comparison to the host results in a
50% throughput increase. While one-sided accesses achieve worse
throughput than an RPC implementation, they are still often ap-
plied due to the fact that no CPU load is introduced on the storage
server and that a throughput of 2 MOps is sufficient for many use
cases [22].

7 CONCLUSION AND FUTURE WORK

We now conclude our findings by summarizing in which scenarios
the BlueField DPUs show an acceleration potential and in which
scenarios they do not. Moreover, we discuss some avenues for future
work.

Summary. The BlueField-2 DPU is naturally no replacement for a
general server-grade CPU and memory. It is instead marketed as an
accelerator for networking-related tasks, due to its set of network-
oriented hardware accelerators. The majority of these accelerators
are however not applicable to our evaluated use cases as they are
mostly concerned with security tasks or virtualization.

In conclusion, we evaluated the BlueField DPUs with respect to
typical DBMS tasks such as remote B-trees or a global sequencer.



The main findings are that an acceleration potential exists for one-
sided accesses both in terms of latency and throughput whereas
two-sided accesses easily overload the DPU. However, using the
DPU in combination with the host CPU of the storage server can
yield promising performance benefits provided that the workload
is carefully distributed with regard to the relative performance
difference.

Future Work. We see that BlueField DPUs are under active de-
velopment with a new generation BlueField-3 around the corner
which shows even more and faster CPU cores and memory. We
speculate that the BlueField-3 is therefore a promising platform for
also accelerating two-sided data-intensive tasks.

Moreover, we did not cover tasks where BlueField cards pro-
vide ASIC-based accelerators such as engines for compression/de-
compression, encryption/decryption, regex pattern matching and
NVMe. While we did not cover such engines in our evaluation, they
are also interesting for DBMS workloads and are thus worth to be
studied in future work.

Finally, while B-trees and global sequencers are important and
interesting use cases for DBMS, there are many other use cases
that are worth studying in the future. For example, if the DPUs
become more powerful, we can think of implementing a full storage
engine on the DPU including a concurrency scheme implementation
that allows clients to access and modify data concurrently while
coordinating these accesses.
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