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Outline

® What problem does Smart Storage trying to solve?
® Principles for designing next Smart Storage solutions
® Various Aspects of the proposed solutions

® Location of the processing elements

® Deployment options

® Evaluated Applications

® Details about some proposed solutions
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Bottleneck of Data Movement

® Increasing usage of data-intensive applications = data movement bottleneck

Smart Storage as a solution
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Processing Near or Inside a Storage

® Inserting processing elements to run the offloaded computation
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Guiding Principles for Designing Future Smart Storage

Balance the compute
cost of offloading against
the data selectivity

Match storage data layout
with
expected layout of the application

Embrace heterogeneity
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Balance the Compute Cost of Offloading Against the Data
Selectivity

® Must consider compute capacity of the processing element
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Match the Data Layout with the Expected Layout of the
Application

® Performance benefits could be significantly reduced due to
® Additional data transformations, or
® Loading data more than necessary

N : NSM PAX

Query (running in Wisconsin Smart SSD) (row-based) (column-based)
Select, selectivity=0.1% 1.77 2.63
Select-aggregation, selectivity= 0.1% 1.88 2.76
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Embrace Heterogeneity

® A heterogeneous design allows for “best of both worlds”

Speedup (HW matchers vs. Host CPU)
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Location of The Processing Element

® Three possible locations of processing elements:
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Location of The Processing Element

® Three possible locations of processing elements: 1, Shared with SSD Controller
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Location of The Processing Element

® Three possible locations of processing elements: 2, Dedicated Processing Element
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Location of The Processing Element

® Three possible locations of processing elements: 3, Sits on the Side of the Storage
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Variety of Deployment Options for Processing Element in the
Storage Device

embedded CPU of the disk
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Desigh Goals and Evaluaied Applications

® Most of the related works use SQL operators for evaluation with TPCH benchmark
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NASCENT (2021), Samsung SmariSSD as Plaiform

® Implements Bitonic Sort

® The host can:
® Initiate FPGA DRAM read/write requests,
® Send computation requests to the FPGA

Arrangement of table in storage:
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Biscult, YourSQL (2016)

® Biscuit: a general framework

® As processing elements:
® CPU and
® Hardware pattern matcher in each channel of the SSD

® YourSQL: database system integrated with Biscuit
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Closing Thoughts

® Various aspects of the designed Smart Storage solutions

® Location of processing elements
® Deployment options
® Evaluated applications

® Three identified principles:

® Reduced data movement do not “automatically” guarantee performance improvements
® Match the storage data layout with that of the application

® Leveraging heterogeneous processing elements benefits efficiency
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